In the WINDOW program when & bubble was found at the upper probe within

the window frame, the following equalion was exgcuted:

[5L - 5,0+ [E -E]

Uit =
2

ting delay for individoal hubble

where  mult

EL = starting time of bubble on fower probe
su = starting tima of bubkle on upper probe
E, = ending time of bubble on lower probe
Eu = anding time of bubble an upper probe

7o make sure that the bubble an the upper probe wes not computed with another
tuoble en the 1§wer prete, & string condition was placed on 1t te disellow the
bubble from further computations. Whan there was sot & bubbie on the upper
probe within the time frame, a new starting time for a bubbie on the Tower
probe was found and the process repeated itself. while Sarizawa et &1, (187¢)
onty uged the stsrting times, the ending times on the probes were used in this
research to help compensate for the under and Cverestimations demonstrated 1in
ngure 2.13. Al) the time delays for the individual bubbles were totaled and
averaged to find the actual time dalay betwaen the probe tips,
2.4 EXPERTHENTAL RESULTS

The results found for the local woid fraction were reliabls, in
comparisan with the expansion of the mixture upon aeration: the local veoid
fraction was underestimated by only E-15% a5 shown in Iah]é 2.1.  With thits
emall arrer, tha threshold technique described abave was taken to be reliable,
gince some underestimation might be expected due to deflectfon of bubbles from
the probe.

¥old fractien profiles were measured across the column diameter for the

following conditiong: At 1, 2 and 3 feet of vnasrated water in the colump, at
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4.6, 7.3 and 10.4 scfm Bir flow, and at varigcus heights from & inches above
the distributor to just below tne mixture surface, Hesufts are shown an
figures 2.14 to 2.40.

Frem ohaarving the profilas near the d&stributnr plate, it zan be =een
that the profile 415 somewhat flat. This type of Jdistribution at the plate was
to be axpected because the air was introduced dnto the column evenly.
However, as the prebe was inserted at each height sbova &, the profiles beaan
te peak more near the center of the column.  In the guifstresming affect, the
1iguid recirculates near the column wall, Therg is 2 radial inward }iguid
velacity al:rnve. the plate forcing the bubbiss inward (Fraeoman & Davidsen,
10893, This resulis in a higher lacal wvoid fractian near the center of the
cealuenn. hga{n, the results back up this premise. &nother relevant pn1nt_
gbout tha reliability of the prohes was the fact that at any location in the
column, thea local void fraction betwesn the two probes transversing two
diameters normal to oné anothar was rarh‘ly ovar 10x in giffgranca. |

The bubble velocity results ware less cons:stent than tﬁe_vu1d fréctinn
resuits. At times, when the probe was away from the cenier. the time
constants found from cress-correlation warted frowm G.0005 to .. G256 sedonds
which implied bubble velocites of 750 to 30.81 in/s, which was inconceivable,
ke zeen from the experimental trace of the twe probe siénals in Figure-E.dj,
there is npt 4 consistant pattern of bubbles impactiﬁg the Towar probe then
proceeding on to the uppar probe. Pasr rasdits wars ascribed to the bubﬁle's
radial motien which was not taken into consideration. fGenerally whan the
_pruhe was locatad away from the centsr of the column, where a majority of the
tubbles ha;e soma radird motion, the results fourd were poor relative to data
taken at the column center. The bubble velecities found at the center of the.
column at §" and 12" above tha plate st thre= air flowrates are compared in

Teble 2.2 to the predicted bubble velocity found By using the one dimensianal
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mode! of Clark et al. (1987) which is described later in this section. The
table shows that the cross-correlation technique and the predicted bubble
velocity varied from 5-25%,

The WINDOW  program results proved less reliable than the
cross-correlation technigue. The probiem with the program was that the window
frame for a bubble to pass the upper probe affected the overall resuilts.
Figure 2.42 shows a histogram of individual bubble velocities in the center of
the column at 12f above the plate and an air flowrate of 4.6 CFM, From these

figures, 1t can be seen that the majority of the bubbles were found at the

‘high velocity. Also, expected histogram should mimic a bell shaped curve with

the best choice at the peak of the curve. Figure 2.42 does not demonstrate
this. ,

Tab1e72.3 shows the number of bubbles stfiking the probes over B8 seconds
at 12" above the plate and at the three different flowrates. This table
CONCUrs Q%th the voidage data and demonstrates that the majority of the

bubbles are located near the center while bubbles are scarce at the column

wall.

- 2.5 ONE DIMENSTIONAL MODELING

This section discusses two aspects of ore dimensional modeling. Firstly,

a computer implementation of the model of Clark et al. (1987) is presented

- since this was the model used to process the results presented above.

Secondly, novel research relating the drift-flux model to bubble columns is
discussed.

An important aspect of this research was to model the liquid velocity
from the void fraction data. Early researchers (Rietema & Ottengraf, 1970;
Hil11s; 1974) modeled the liquid velocity by a momentum balance, but viscosity -
or eddy vi#cosity_was used 1in the model. However, 1in this research, mixing

length theory was used .to model the liquid velocity.
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In thé preseat resezrch, the column’s four inch radius was divided into
500 evenly spaced intervals, Singe in the experimental work time-averaged
lacal void fragtizns 1n the colunn were measured an 1pch apart, the voidages
ware divided 1nke four sactiens of 125 inktarval: at 0.008 inch per interval.
The inner voidages were computed by finding tiwe alope batwezn the end points.
with the voidage profile computed, & deapsity profile for the mixture of air

and water in the column was calculated based on the local void fraction by tha

equatfar
pary=p, (1 - E(r)) *» o, £(r} 21
nhere g {r) = migture density of radius r
pL = 1quid denaity
ﬂﬂ = gas density

The second term of the righthand side is often neglected due to tha low
density of air. Tha average mixture density, Pove and the average mixtura
densitiss p (r), within central cylindars af radius r were calculated by the

aguat ion:

pry = 1T, B(r) | 2.2

Thia iz accaeptsbly accurats 16 Lhe case of & flattened void profile, although
strictly the more exact approach used by Clark &t al. (1987) 1s to be
preferrad, At the time of writing data are being reprocessed using the exact
appraoach., The sheap strest profiles wegs computed next using the force balances

" egquaticn,

T(r) = f. { 1+ Rg [ Eg%s;:_giifz_ ] ] [ - ] 2.3

whare T‘ = walTl shear stress (an unknown).

The shear atress may aiss ba releted to the velocity gradient in the column.
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T(r) = Tl(r) + TT(rJ 2.4

where Tl(r) = laminar shear stress

T.(r) = turbulent shear stress

The laminar shear stress eguation is:

_ du(r)
T(r) =4 BT 2.5

where U = viscosity

—q”—(dP— = liquid velocity gradient

The turbuient shear stress is given by

— it 2 du(r) du(r)
T.(r) = -o(r) L°(r) | ar | T 2.6

- where L(r), tﬁe mixing length, is given by Clark et al., (1987),

L(r) = R [.14 - .08 [—-&-_]2 -..06 [—{,;-]4] 2.7

From these equations one can find g: as a function of r for an assumed

value of T_. At the ¢olumn wall‘there is the boundar} condition that liquid
velocity must be zero, so that the axialliquid velocity distribution across
the column is readily found.

An,additional equation required before the liquid velocity profile can be
computed is derived from the fact that the net flowrate of liquid across a
cross-section of the column must be 2ero for a batch process column.

Q= 2ﬂ;VL(r)r(1-€(r))dr=0 2.8

These equations ;ere solved to yield the 1iquid velocity distribution in
the following way. A value for wall shear was assumed, and the shear stress
distribution across the po]umn was computed, From the shear stress, the
velocity gradient, and then the liquid velocity were found. If the net
fiowrate of liquid across the column cross-section was then not Zero, a new
value of wall shear stress was assumed, and the process repeated. When the
net flow of liquid was zero, the correct 1iguid velocity profile had been

found., Figure 2.42 shows the calculation scheme. Figures 2.44 through 2.46
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show computed profiles of the local wvoid fraction, mixtdra denzity, arnd the
shear stress with ane feot of water in the column, the propes wers Tocated at
E" above the distributor plate, ang an sir flowrate of £4.6 CFM. Figures .47
tg 2.72 show veloeity profilss computed tn this way from the wvoidage data.
Table 2.2 shows that canterline velocities found in this way agree acceptably
with aiperimantal data. |

4 sacond model was developed to predict the haldup in bubbie eclumns with
gither 2ero or low 11quid throughout using the drift-flux approach, Zuber and
Findlay (19G4] have presentﬁd an exhaustive derivation for the deift-fluz
modal, which dis based on the argument that holoup in 2 two—phase flow
ftypically Bubbla, siug or churn gas-liguid flow] iz influenced by two
separate nhanomena; Firstly, it 18 acknowledoed that the gas rises locally
relative to the Tiauid due to phase censity differences, a Tact which may
often ba nag1écted in high wvelocity flows. Secondly, whare a wveloctty
distribution existz 1in the pipe, and whare the gas i3  inhomogenously
digtributed across the pipe diameter..the gas ray concentrated in 2 faster or
slowar regton qf fiom, thus affecting the averags gas holgup. The model 1s

usualtly presented in the form

LAl

. u £ '
5.ox g [E;*I“ﬁ:} + — 2.9
E. '

J

whare Hg 15 4as vuTuﬁetr1c flux {superficial welocity}, LA Tigquid
volumetrie fiux, ¢ ia.vaid frac;jan. Ugm iz relative velocity between }he gas
and the mixturs (j.e. ug_ - Ug - {Hg+ w0, whara_ui 1z gas va1u:ftr] and aﬁ
averscore denotes an average over the column ¢reass-saction. Tha profile

conztant En is given by
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CECAEN)
co z -E—z;r-:—;—; 2.10
g 1

and is a measure of the interaction of the void and velocity distributions.
Where gas 18 more concéntrated in the faster region of flow, Co > 1, and Co is
often taken as 1.2 for fast upward bubble flows, as shown in Tqble 2{4 below,

The tarm G;;E/E 1s the weighted average drift velocity, accounting for
Jocal '511p. Since it has been shown that relative phasg (bubble rise)
velocity UGL (=UG— UL) varies little over the pipe diameter {Serizawa et al.,
19753, and since Ugm = Ug (1-€), with € < 0.25 in bubble flow, the weighted
average drift velocity is often taken as the rise velocity of a bubble in an
infinite medium,-U_. Experimental data generally support this simplification.

The drift-flux model has not remained inviolate. There is a mounting

——re

body of data to show that either C_ or U_"c/€ cannot be taken as constant
over an operating range. For example, Hills (1976), using a 0.15m pipe,
acquired data which led to the development of a modified drift-flux model
'A1SO Shipley (1984), working with a “toy tower" ci§cu1ation loop of 0.45Tm
'diémeter, found his data best correlated by the dimensional equation.

W 1/2

2
§ - ] (gDe) 2.1

Wo * W

= 1.2 (Wg + NL) + 0,24 (m/sec) + 0.35 (

;IFFH

and some physical argument was provided for this approach. Clark and Flemmer
(1985), using a 100mm diameter forced circulation loop in bubble flow,
preferred to vary co as a function of void fraction, since Co was found to be
near 0.95 at low void fractions and near 1.2 when £ ~ 0.2, Subsequently Clark
and Flemmer (1986) fitted the same data to a drift-flux model with two profile

constants
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with C_ = 1.95 and € = 0.93. Jones (1985) acquired data in & bubhle column
with draft tubas ranging from 44 to 14émm in diameter. A drift—FJux model
overastimated the circulation in this column rate unlsss C, was sat Lo very
high values (J to 5) (Clark and Jomes, 1987). Further argument an the
varjation of Gu has been.nresented By Loranzi and Sotgia (18723), while careful
consideration of the definition of €, in the 1ight of experimentally measured
void and veloscity profiles presanted by Galawp [1975) and Serizawa et al,
{1975) also supports the argument that Cﬂ cannpt remain constant.

Tha bubble column rapresents the extrama case of bubble flew where et
liquid welocity is zero or Jow and the gas simply bubbles up through the
liquid. Generally buoyancy effects and gas maidistribution cause Ic1rcu‘lat1nn
of 1iquid in tha column, Even when gas is evenly distributed over the column
basa, Girculation can opocur, and 1t is worth taking the time to consida- the
mechanism governing circutation startup, since this has not been discussed
a1sewhere.

Let us assume that a column with even gas distribution starts to cperate
in an "ideal” or cne-dimensiona) mode, where the gas void distribution is sven
over the crose section at all heights in the columnn, so that the mixture 1g
homogenecus and has the same dansity throughout the colwmn, At this stage no
gross liguid circulation would occur,  Since most twe phase systame iavelve
some degree of turbulence or mixirg, let us proppse that at some time & few
bubbtes move toward the center of the cotlumn, st any height, so that the
concantration of bubbles 1s Suddenly slightly higher near the eenter.

Consider tha machapistic seguence of events which may arige. The maan mixture

density in the central region of the column 1s now lower than dansity in tha -
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outer annulus, so that the hydrostatic head is greater over the height of the
annylus than over fhe same height of the central core. Both the annular and
central regions have the $ame pressure at the liquid surface, so that the
difference in hydrostatic head causes a radial pressure qifference deeper in
the co1umq (in fact, at every height below the point where the bubbles moved
inward initially). This in turn causes an inward radia? movement of liquid
and initiates liguid circulation. )

Bubbles rising from the distributor plate 1h the annular region are now
moved inward a little by this radial inward liquid movement: the result is
that bubble concentration near the center of thé column increases and the
liquid c¢irculation increases, There is & positive feedback between the
circulation and thé radial bubble movement. Rapidly a stronger circulation
pattern develops and the radial inward currents above the distributor plate
continue to sweep more of the bubbles toward the center of the column (by
analogy this is an inverted classifier).

One might expect that the circulation pattern would continue te increase
indefinité?y, but increasing upward velocity in the central region reduces
5ubb1e holdup in that region and hence the difference 1in hydrostatic heads
tends to scme limit. ODriving force arising from the difference in heads is
consumed by dissipation in the fluid (energy balance) or shear at the column
walls (momentum balance).

The argument may also start by assuming that a small number of bubbles
move 1n1t1§lly into the annular region, in which case the inverse pattern is
set up. ‘Such patterns have been known to occur, espec{a11y in fluidized beds
(Surma, 1986, Lin et al., 1985). 1In fact, this argument could be ap§11ed to
any pattefn. even multiple patterns I1n large tanks (Otero et al., 1985).
However, it would seem that in the case of bubble columns and fluidized beds,

there are some non-stochastic grounds for the selection of a specific pattern
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by initial bubble movement because at high gas wvelocities the eirculatier
pettern 15 always upward at the canter. Tranzition patterps have 3lso been
observed {L1in et &1., 1985). |
Consider a cross sectton of a tall bubbled column at half of the height
of the mixture in the column: radis] affects may be neglaected. Let us pursue
an aralysis which comwmences with the seme approach as the one-dimensional
mode) derived above, The gas void distrbution in the cciumn can psurlly be
well described by a valaticnship of the form
(ry = €c [1 - (/AP | 2,13
Iuhera cc is the voidage at thae center of the column and R is the radivs of the
column. Figures 2,34 to 2,40 bear oul this relaticnship.
The density, p{r), as a functtﬁn of position is given then 9iven by:
piry = p (1 - elr}} + pe(r) z.14

where p, is the liguid denszity, &nd wherg p_, the gas dengity, is wusually

&t
neglected. 'Subﬁtitut1ng.tha relatisnship for vaidage into equaticn 2.14:

plr) = B, 11 = ec + sc (r/A)P) 2.15
Axial shear stress, T(r), may be found (Clark, gt gl., 1987} using the sama
-f'nrr.:a balance as previousty emplayad

T(ry = £, (r/R) + 1218 (P - py () 2.18
.whare g 1s gravitational acoceleration and T'm| 1 the unknown wall shear stress.
£ - Ay (r} 1z the diffsrence Detween average density aver tha whole radius,

and averaga density within a radius, £, givan by:
E-p 2 £ 1
p - pi irl = _ﬂ‘L [p * 3 ] [ 1 [ ] } ] 2.%71

Far the fluid 1n the column, the rheologicil mixing diength model which takes

into account turbulent momentum transfer was again used. Shear stress was

accordingly taken as:

Oy

t[r}:n[%ﬁ— +_sz| =
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whereg o iz tha vizcosity, and L is the mixing langth uzed above, im eguaticn
2.T.

The Tiguid velocity profite, U(r}, may be solved By equating shear =tress
tn sgquations 2.16 and -2.18;

_ _r L B -R du__ & du du
0=, [ R ] 3 (P -pi)-u dr Lp [ gr ] dr ] - 219

lUsing an assumed wall shear stress the valuss Tor g‘;’ and U can be found.

Integrating U(r} (% - €) over the colump cross-section then yizlds the liguid

flux, W :
L
5 R
¥o: L U (- e rogr 2.20

- Note that local vold fraction pléavs = role in this equation, whereas 1t was
neglected in the simpler one dimenstoral analysis above. If ¥ 15 equal to
tha desired Tiguid flux, then the assuméed T wis correct. For exanmple, if no
gat liquig flow 15 desired (batch bubble column), Tu would have te be chosen
uniil the integral in equation 2.20 assumed & value of zero. For the pUrpose

af lucidity and efficiency, equatieon 2.1% may be made dimensicnlass, ae

follows: i
- G £ v _ 4 gyt BT gy’ du’
“‘[’**2 mz]’ i [H]“_E}Gadr'lldr‘_[
2.21
where:
13
W ;S D )
N :-E_ T 2.2
' Lf
W —_— 2.23
1 i gu
r
rt o= T 2.24
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—— Dp : -
And Ga = _EL“_L_ 2,25

which iz a Galilea number: D is ¢alumn diamster.

Equatigon #.20 may be rearranged to give:
| 1
S . b I g* {t =23 r7 dr’ 2.6
{_EEF. . )

In order to determinge the drift flux paramster, cﬂ, it s necessary to find

the average fluyx of the gas, W_. The loccal gdas volume flux f5 given by:

G
E

'ﬁ'g-EU‘i‘ﬁ Y, 2.27

Hance:
Hg-bhlz

= U+ {;E—E] v, 2,28 —

And by definition of Cu:

R f'E
ey [—-:——]vv ]
¢ = Io [ -« rdr 2.29
. - ~.
2 [
ke [‘ '"p+_z] L [”*[ 1-.-,1"1.} rar
Oir:
Cu'= o e W + {1-£) Fr ridr 5. 3D

where the froude numbar, Fr, is givan byt

vv a
Fr = 2.3
Yol
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The drift flux parameter thus depends on four variables, wiz. &a, Fr, €.s and
p.

This circulation model was used to catculate tho drift-flux paramater ﬂu
for a wide range of column diamaters, void distributions, fluid properties and
local bubble rise velogities, Table 2.5 relates void distribution psrametars
to average woidage in the column. Figures £.74 to 2.82 show how En varies
with Ga, Fr and void distribution. It is interesting to note that cn ASEUmES
vary high values over most of the operating range, s5ince the velocity profile
15 dictated entirely by buoyancy effects rathar than by a net flow up the
column (1.e. wall effects). This is evident 1n figure 2.83 which shows ane of
Hi1ls" woid prof11é with the svwmpathetic wvelocity distributicon. This
I:a.'h:u'latﬂd velocity distribution agrees well with the velocity distribution
meazurad by Hills ovsing a Favlov tuba, which iz a daéica that infers flutfd
valoeity from the pressure field arcund a cvlinder. " Flgure 2.84 serves to
va©idate the modal further with comparisan of predicted centerline velocities
measured by Hi1ls for various gas flewrates.

The modal was alse used to find Gﬁ when there is a nef Flow 1n the
EQJUMH. In figure 2,85 the curve for Fr = 0.25 corresponds to air-water
upflow in & 100 mm diameter pipa with a typical air-water bubbie rise velocity
of 250 mm/sec. and with Re based on net upflow of liguid in the pips, At high
velocitias 1t Can be seen that L, tends to a value between 1 and 1.5 which is
what has been observed In practice {(sec teble 2.4). However, at Tlower
valocities buovansy affests become significant with cﬂ assuming values as high
as 3 pr 4, This explaina overestimation of wvold fraction amd hance
circulation rate tn some air 14ff circulation devices (see comments by Clark
and Jones, 1887). At a larger pipe diameter (Fr = 0.113) buoyaney effects
play an evep greater role, with a very high centeriing velocity 8x1st1ng evan

at average velocities of 19 m/sec. drne must conclude tha cn ie highly
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varian1e in these circumstances so that a drift=7Tux mocdel should be used with
caution for low welgoity or largd diameter systems. Figure 2.8% 117ustrates
some of the predicted velocity praftiles whith Jed to the construction of

figure Z2.BT7. The competing buovancy and wall e&ffects are evident here,

Figure 2.88 yialds CD when the void fraction 1% a maximum at the pipe certer

over a broad rangs of 11guid flow Reynalds numbers for a SO0 mm diameter pipe

(Fr = 0,113} for both uwpflow and downiflow. A chaking conditien is evicert
when the 1igutd downflow counteracts tha upward rise of thé bubkles, causing a
vaid fraction to be present although {Hg-+ Htj = 0. In consequencs Cﬂ asSuUme s
vary high waluges.

It ‘is- well documented in the literature (Galaup, 19?5:. Serizawn at zl.,
16T5: NWakoryakoy 2t al,, 1351) that seddle shape vold profiles can a'so axist
in low yold fraction flaows, and this is in keeping with the argumant presented
above for the "inversa” circulation pattern in bubble co’umns. Figures 2.88
show results as wvelocity profilaes from the-mﬂﬁei for air-water upflow using
the annular gas void distribution 11lustrated 1n figure 2.E9. Buayancy
aeffects are 50 strong for the case of the 500mm pipe (Fr = 0.113) that the
velocity profile remains saddle shappd (zee Tigure 2.88) at all credible
operating velocitias, As 3 rasuit cn remains above unity,_déspit& the }act
that the bubbles are congentrated near the wall. However, for a 1:.';mnm pige
{Fr = §.23), where wal) effects are mere significant, the computed velocity
profile was simiYer tg¢ that ir a zingle phase flow al higher velocitias, 50
that cu was driven to a valua hejnu unity.

One may conclude from thiz drift-fiux analysia that in large diameter
nipes cu will always be greater tHan unity, assuming wery high values at Tow

net flowrates, Howevar, 1n small diameter pipes C, will sti)) assume.h1gh

yalues due to busyancy effect:s At Jow velesities, But tha value nf.tn will

depend strongly on the gas void distribution at higher velocities., when the
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void distribution is sadd1e~shaped,-as occurs at low void fractions, C0 will
be slightly below 1. At higher void fractions, where ¢ is a maximum at the
center, Co will assume typical values in the rangs 1.3 to 1.5, It can be seen
that pipe size, flowrate and void fraction can all influence Co' so that it is
not -surprising that many authors‘have found the necessity to modify drift-fiux
models to account for these problems. One must conclude .that a direct
drift-flux approach is not suitable unless the void distribution is known and
thai buoyancy effects are insignificant.

All of the velocity profiles genqrated above required prior knowledge of
the void profile present in the column, so that a priori prediction of
circulation is still not facilitated. However, by considering the arguments
breéented above on the origin of the circulation pattern, and by assuming all
bubb?e mbtionrltb be causal (that is, caused only by gravity and average
interphase drag) above the distributor, it should be relatively easy to
develop an iterative model for the prediction of circulation in a vessel with

even gas distribution, without having to assume bubble distribution across

the diameter. Select, for the first iteration, an approximate circulation
battern in terms of the velocity distribution across a diameter half way up
the column, Then, from continuity considerations, the average radial flux of
tiquid in the lower half is known at each value of the radius. Transport of
' bubbles towards the column center by the radial ligquid fiow in the entrance
region can be determined quite accurately, since it is the total radial flux
_ that determines the net bubble movement And the actuél radiai velocity need
not be known as a funciion of height. The approach yields a gas flux and a
voidage distribution half way up the column which can in turn be used to infer
a liquid velocity distribution by applying the model! described above: the
calculation process is then repeated until the predicted velocity distribution

agrees with he assumed velocity distribution. In other words we have two
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modeis to relate void distribution and veloeity profile. One is the force
balance mode, wused estensively above. The other invpives  the
"classification” of bubbles which are mowad radially =&s they rise from the
distributar to the column  eenter. When these two nodels agrea an the
relaticnship betwaen void and velocity gistribution, we might assume that this
iz a stahle circu]at;nn solution, Thiz is discussed in detail below, and an
exampla fp11uu5. |

consider the zonelin a bubble cniumn just ebove the distributaor plate,
and assume that tha celumn contains cne large circulation call, with liguid
uvpflow at the center and downflow at the walls. In this zwne there must
accordingly be & radially 1nward flew of liguid. Eubblaz risirg from the
distributor plate will be carried a ragfal distance irward befora they rige to
the centar section of tha column. Let us assume that tkis lower zone has
height h (which 1s shown to be an arbitrary vaivel and that the ragial
velocity components are even over this height, sse figure 2.30. Flutd
delivarad cr ren‘n;:wed axially from abeve to this lower 2ome will dictate the
}adia1 velocity profile.  Let U(r) dencte the axial velacity in the center
>one angd Vi{r) the radial velocity uitﬁ1n tha lower zona. Fram conservation of
mass, naglecting the velume cccupisd by bubbles, |

-2mhry = ‘IR 2Rry  dr 2.3z
which agreeas 1.r1t; the fast that ¥ must be zero at the column center and column
wall. A bubble rising frnm the plate with & vertigal velogity !.lb will spend a
time

b, = hfUy ' . 2.33
* within this zone, and during that time will be awept inwards with a veiogity
vir), so that whan 1t leaves tha zone 1t w111 have moved inwards by & d1stﬁnﬂe

given by tha integral
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Jver at. 2.34
t=0

Practically (numerically!) one may trace the path of any bubble through this
lower zone, assuming 1ts.1ater51 movement is governed causally by the liquid
velocity, to find its position upon leaving the lower zone. For many bubbies,
the gas flux Hgb(r) at the base of the lower zone (at the distributor) may be
translated into wg(r) in the central zone. Note that wg(r) = e(r) W, (r) +
Vv), in other words, the gas fiux is the product of void fraction and gas
velocity. This suggests the technique for determining ¢irculation in a bubble
column (or a pipe containing low velocity flows) with a knowledge only ﬁf
distribution performance. The technique involves an assumption of e(r),
followed by catculation of U(r). Hence ¥(r) may be calcuiated, and wgb(r) and
vir), wg(r) and then £(r) may be predicted. If this last void distribution is
dissimilar from the one originally assumed, a neQ €(r) must be assumed énd the
.procedure repeated. Presumably a stable solution results when a inen e(r)
(or W(r)) will predict the same £(r) (or W(r)), provided that the system can
reach that stable condition upon startup. Perturbation studies could alsoc be
conducted in this way to assess how robust any partibu?ar circulation pattern
will be.

An example of this new technigque follows, based on the data of Hills. 1In
his paper, data is presented for void and velocity distributions in a 138mm
diameter bubble column operating with "Plate B", which by description should
introduce gas evenly over the base of the column. From Hills’ Figure 11,
liquid velocity ﬁrofi1es were obtained for gas fluxes of 169 mm/sec and 38
mm/sec. From Hills’ Figure 6, data on void fraction were obtained for the
same gas throughputs. A computer program was written in Fortran 77 to

translate the discrete values of velocity U(r) into radially inward

33



velncities,' ¥ir), in the Jower zone above the distributor. This zona was
assumed to be one coiumn radius high, but it can be shown rzagily that this
height 13 arbitrary (a “dummy variablie”} in this simplified analyziz. The
pregram thean examined a flux of bubblas rising throwgh this radial flow, being
carried inward as they rose. In this way Hg[r} was predicted from Hgb{rj,
whare Hgb{r] was asaumad to e an even Flux H-'.t.h._Hi‘I‘Is' plate B_.

Figure .91 shows the axial wvelocities 1n the center zona and radial
velocities in the Jowar zone for h=R and for the gas flowrate of I8 rm/=ec.
Figure 2.92 shows the computed wvalues of W(r) cotpared with the values of
wirl (= & UJI_ + ‘-f‘-rj,‘.} found from Hijls® pAper. .Hh‘-'la agreemsnt is -nc:t.
excellent, the trends are correct. Errors are asoribed 1;1: (1) inaccuracy in
th;au date, (ii) the discrate and crude approach to finding ¥{(r}, {i'ii].the fact
“that the volume occupied by bubbles in the lower zone was not corsidered fully
in this simplifiad model, (iv) tha fact that bubbla mation might not- have
injacted air evenly and {v} the fact that the distributar plate might net have
injected air evenly ovar the bad ¢ross section. Considerable disagreement
Itnuard the ¢olumn center also arises because errors 1n wvelumetric flows ars
wapped into very small area increments, yielging high errors in  gomputed
velocity in this region. Data for the 162 mm/sec gas flowraté were in greater
error, most l1ikely due to cause {i§1] abowve,

Impraying this approach will sieply lead the researcher ta use of & mors
rigorous fluid compuiational analysis, as discussed in section 4 of this

repart.
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