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CHAPTER V
APPARATUS AND PROCEDURE

The original Taylor dispersion apparatus constructed at Texas ALM has been
described in detail by Matthews and Akgerman (1987a) and Matthews (1586).
In this chapter, the design and operation of the cﬁgﬁnal apparatus are reviewed.
Spearfic modifications to the original apparatus and procedure are then discussed,
‘The chapter concludes with a detailed description of the solutes and solvents which
were selected for vhis study and a summary of the specific experimental conditions

which were investizated during this research.

A, ORIGINAL APPARATUS AND PROCEDURE

The original apparatus shown is shown in F igure 5.1 and was operated as
follews. The golvent was maintained at room temperature in a reservior 'Iwhere it is
contmuously sparged with helium. From the reservior, the solvent was purtped by
a chromatographic purmp through a 4 meter section of pre-heat tubing contained
within a heated enclosure. The pure solvent then left the enclosure to fow throngh
the reference side of a refractive index detector. The temnperature of the refractive
index detector was maintnined at a constant temperature s]ightly" above ambient
by cireulating constant temperature water through a jacket within the detector.
Following the refractive index detector, the pure solvent flowed back into the heatéd
enclosure and then passed through a chromatographic injection valve contained
within the enclosure, |

The solute solution to be injected was normally 8 mole percent of liquid solute
dissolved in solvent or solveqat saturated \w;rith the solute gas. The solute solution wag

prepared external to the heated enclosure and then pumped through the solute side
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Figure 5.1. Schematic dingratn of ori ginal Taylor dispersion apparatus.




:" of the injection valve to load the valve. Pressure on the solutc loop was maintained
. at approximately the same pressure as that of the flowing solvent stream using an
,n adjustable check valve, |

B rollowing injection, the sohute pulse was carried by the solvent stream through
43.55 meters of coiled 0.001 m 1.D. stainless steal tubing before exiting the enclosure.
, The diffusion tube was coiled on an aluminnm ring (0.16 m radius) that fit snugly
inside the enclosure. Void space inside the enclosure was filled with a.lu.m.iﬁum

_4-;%' shot so that the system was thermally massive. A microcomputer was used to

monitor and control the temnperature of the enclosure to within 0.5 K of the

desired ternperature during the course of an expeniment. Reported temperatures
2 were actually the average of temperatures recorded from four se;:z.tra.te thermistors
: wihich had been c‘alibra.ted with a standard platinum resistance thermometer. The
same microcomputer was also used to monitor two calibrated strain gauge pressure
transducers, Matthews (1936) reported that the pressure for each experiment was -
accurate to witlin better than 1 psi. The configuration of the data acquisition
system is shown in Figure 5.2,

Upon leaving.the heated enclosure, approximacely two to three hours following:
injection, the solute pulse, which had spread into a Caussian shaped peak, was
carried through a short lenpth of connecting tubing into the sample side of the
refra.ctwe index detector. The detector ontput voltage was recorded by a second
microcomputer every five scconds. For each eluting dispersion peak, these recorded
data were then used to determine D7, using the moment method which was
explained previousfy.

From the detector, the stream flowed through a backpressure regulator which

maintained & constant pre-set pressure in the diffusion cojl The lquid solvent
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was either wasted or recycled back to the solvent reservoir by means of a 3-way
valve. Solvent mass flow ratves, required for solvent density calculations, were easily
measured by collecting and weighing the wasted solvent stream over a measured

time interval,

B. POTENTIAL SOURCES OF ERROR

The criginal apparatus was constructed and operated in accordance with the
design criteria of Alizadeh et al. (1980). These criteria ensure that potential errors
due to anomalies between the actual apparatus and the theory can be ignored.
Matthews (1986) demonstraied that the ﬁriginal apparatus was constructed and
opﬁ;ra.ted 50 that resulting systematic errors in the diffusion coefficients due to the
following anomolies were negligible (less than 0.5% total); the finite volume of the
injection pulse: the finite length of the connecting tubing to the detector; the finite
volume of the detector cell; the ﬁonuniform.ity of the diffusion tube cross section;
and the.coiling of the diffusion tube. Matthews {.1985) also demonstrated that the
voltage response of the refractive index detector was proportional to conseniration
ag expectad.

Of the potential sources of error, the coiling of the diffusion tube is of greatest

concern m a practical apparatus. The coiling of the tube creates secondary

A R TR (A O g e A e Tt
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Hows which are not accounted for in any of the mathematical models for Taylor,

dispersion, and thus results in potentially erroneous values for the calculated
diffusion cﬁefﬁciem. Since any analysis of the secondary flow effects due to coiling
is inherently associated with the choice of the mathematical model for Taylor
dispersion, this source of error will be discussed further in Chapter VI. It will be

shown that the cholce of solvent flow rate is crtical.

s
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Table 5.1 Specifications of Taylor Dispersion Apparaius

i Description Value + Uncertainty
;( Length of Dispersion Tube (m} 43.55 + 0.05
Radius of Diffusion Tube (m) 0.000523 £ 0.000002
Length of Connecting Tube (m) .32 &+ 0.01
Radius of Connecting Tube {m) 0.000127 + 0.000003
Radius of Diffusion Tube Coil (m) 0.157% & 0.008
Volume of Detector Cell (g 1) _ 3

Chapter VI also includes an analysis of potential errors due to the uncertainty
of the diffusion tube radius and kength measorements. These measurements and
other important dimensions of the apparatus age givern 1n Table 5.1, The radius
waa originally determined by weighing sections of tubing from the same lot as the
diffusion tube which were filled with distilled deionized water. The radius was

caleulated as;

e

r = W—’J-E . [:5_1]

where m and p are the mass and density of the water in the tube, and [ is the length
of the tube section. The original nncertainty estimate for the radius reported by
Matthews (1986} was only a rough approximation. Since the uncertainty of the
radius will later by shown to have a significant effect on the uncertainty of the
reported diffusion coefficients, the radius uncertainty was recalculated usIng & more
formal analysis of errors. Using the following formula, with reasonable estimates of
the maximum individual errors iI-l measurement (Am, Al and Ap), the maximum

uncertainty In r was calculated.

or ar
Ar = ’%&m[ + ‘ﬁﬂ.f[ +

ar | }
a—pﬁﬂ‘ (5.2)

The maximum uncertainty in r was caleulated to be no greater than +3 x 107% m,

as reported in Table 5.1.
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C. DENSITY FROM TAYLOR DISPERSION

Density is an important parameter QCCOITing in inost correlations for the
diffusion coefficient. Often density does not appear-in these correlations directly,
but is disguised as molar volume, the quotient of molecular weight and density,

Matthews and Akgermun (1987c} reporied a technique which was uged to
accurately determine solvent density using the Taylor dispersion apparatus. The
technique is based on the fact that selvent density is related to the Taylor dispersion
peak retention time and solvent mass Row rate. First, a calibration experiment was
periormed with water (a solvent of knﬁm density). Then using the mass flow
rate and peak retention time from this calibration experiment (superscipt {1}},
densities of n-heptane, n-dodecane, and n-hexadecane were determined at various
other conditions (superscript (2)) from:

h{2) 72T (1)
. m ¢ : -
NG (5.3)

where the characteristic retention time is given by:
t=L/u (5.4}

The ratio of the tube volume at the calibration temperature to the volume at
the experimental t.emperatune was easily calculated using the thermal expansion
coefficient for stainless. sieel which is the tube material, The actual tube volume
did not need to be calculated, Matthews and Akgerman (1987c) estimated the
accuracy of the densilies measured using the new technigue to be 0.1%. Actual

experitnents indicated that the technique was actually slightly more accurate than

this astimate,
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D. MODIFICATIONS TO THE QORIGINAL APPARATUS

‘Fhe original apparatus was extensively maodified before data was collected using
e the solvents n-elcosane, n-octacossne, and Union Carbide FT wax, all of which are
o waxy solids at room temperature. All wetted parts of the apparatus needed to be
. maintained, safely above the melting point of the circulating solvent. The limiting
solvent was Fischer-Tropsch wax which melted at approximately 100°C. In order
to safely meet this criteria, all modifications were designed to withstand at least

130°C. The following modifications were necessary;

1. All external linies, valves, and backpressure regulators were heat traced
with ejectrical heating tape. Most external lines were physically reronted
for safety and convenience. Valves were remounted on a panel. It was also
necessary to change some valve packings and all seals to withstand the elevated
temperatures. All valves were disassembled and cleaned in an wltrasonic bath
following thz discovery that an internal thread lubricant in some of the valves
was soluble in molten n-eicosane.

2. The chromatographic pump (LDC/Milton Roy Constametric) piston seals
were replaced with high teraperature seals obtained from the manufacturer.
‘The hydraulic section of the pump was heat traced with electzical heating tapes,
Provisions were made for separating the heated hydraulic section of the pump
from the puunp electronics, but these provisions did not prove to be necessary.
Through careful control and maintenance, the purnp was successfully operated
at 130°C, which was far beyond the maximum operating temperature of T0°C
suggested by the manufacturer,

J. The optical section of the detector was separated from the electronics of
the detector. The optical portion of the refractive index detector (LDC/Milton
Roy Refractommoniter III} which contains the wetted cell was removed from itg
housing and mounted in & custom made enclosure. This prevented darage to
the sensitive electronics of the detector due to heat and/or accidental liquid
leakape. The cell and entrance tubing was heated by eirculating hot ethylene
glycol through a jacket surrounding the cell assernbly. The gasket separating
the sample and reference sides of the cell was replaced with a custom high
temperature gasket, {DuPont Kalrez”, 10 mil thickness). These modifications
produced the first differential refractive index meter capable of operating abave
70°C. In fact, for the Fischer-Tropsch experiments, the detector cell was
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operated continuousiy at 145°C for a period of appraximately five days. It
was necessary to operale the defector at this temperature with the FT wax in
arder to prevent a filn from forming on the surface of the detector’s prism.

4. A glass solvent feed tank with heating mantle and temperature controller
was installed. A custom top with appropriate dttings was constructed.

5. All heated lines, valves, surfaces, ete. were well insulated. Electrical heating
tapes were wired o that a single switch could be thrown to cut power to the
tapes in case of emergency.

6. The sample delivery system was complately redesigned and then heated with
electrical heating tapes. A detailed description of the new sample delivery
system is given later in this chapter. The original sample delivery system,
shown in Figure 5.1 used a check valve to control the pressure in the sample
injection loop. This method of controlling pressure was highly inaceurate,
making it very difficult to equalize sample loop pressure with the pressure in
the diffusion tube prior 1o injection. The sample delivery system was redesigned
so that nitrogen, supplied through a regulator from a high pressure cylinder
could be used to apply pressure to the sample loop.

Figure 5.3 shows the redesigned sample delivery system as it was cnnﬁg'ured
for delivery of liquid solutcs, Pre-mixing liquid atkane solutes with molten solvents
would have required an additionsl heated reservoir, and would have also required
wasting large volumes of molten solvent to adequately flush the system between
solutes. In order o avoid these difficulties, pure solute was pumped at room
tmﬁperature into a heated tee where it was mixed with pure molten solvent pumped
from the heated solvent feed tank, Both solute and solvent were pumped into the tee

through narrow bore stainless steel capillary tubing. The capillary tubing provided

high enough velocities at she enirance to the tee so thag adequate mixing of flows

was achieved. Pump Hlows were ratioed to deliver 2 5-10 mole percent solute solution

to the injection valve.

Referring to Figure 3.3, the procedure for injecting a liquid solute was as follows;
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1. Valves B, E, and ¥ were closed, all other valves opened. The injection valve
was 10 the closed position.

2. Several volunes of the entire injection system were pumped through the
system from the pure liquid solute reservoir.

3. Valve B was opened and pure molten soivent was pumped into the injection
systermn. ‘The flows of Pumps I and II were adjusted to pre-calibrated values
to achieve a 3-10 mole % solution Bowing through valve €, and at least twe
volumes of the solute-solvent mixture were pumped through the system.

4. Both Pumps I and II were turned off. Valves D, C, and G were closed in
order. The nitrogen regulator was adjusted to 180 psia, approximately 20 psia
less than the pressure in the diffusion tube. Valves E and D were slowly bled
open, exposing the Liquid in the sample loop to the pressure from the nitroger.

The nitrogen pressure was increased so that the sample loop pressure gauge

shown in Figure 5.3 matched the diffusion tube Pressitre measured by the strain
gauge pressure transducers (see Figure 5.1).

9. Valves D and E were closed. The injection valve was thrown open to
expose the pure solvent flowing in the diffusion tube to the sample loop. {(The
mjection valve was operated by a manually thrown electrical switch which
activated a pneumatic drive.} The typical injection time was 10 seconds before

the valve was closed. The approximate volume of each injection was 50 4l at

the operating solvent flow rate.

6. Valves G and D were slowly opened releasing the sample loop pressure.
Valve F was used to vent the nitrogen regulator,

7. Sufficient time was allowed between injections so that dispersion peaks would
not overlap (usually at least 456 minntes between injections}.

8. To inject the same solute again, valve O was opened. Pumps [ and II
were started at the same pre-determined flow rates. The solution was pumped
through the sysiero until a uniform liquid appeared at the exit from valve (.
The procedure then resumed at Step 5. :

9. 'To begin injections with a new solute, the entire procedure was repeated,
starting with Step 1.

The experiments using gaseous solutes were originally conducted by mjecting
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saanples of solvent which had been saturated under pressure with the gaseous
solute. During the course of the experiments, several accidental injections of pure
gas occured. Although the resuliing dispersion peaks were much larger than the
corresponding peaks for the saturated liquid injections, the calculated diffusion
coefficients for the two types of injections agreed within experimental error, The
phenomenon was investigated by injecting progressively larger amounts of each
gaseous solute using n-octacosane as the solvent. This was accomplished Ey va.rying.
the injection time. Surprisingly, even full loop injections of ga3, which lasted 12
seconds at the operating solvent flow rate, usually resulted in calculated diffusion
coefficients which agreed with the resulis for the injections of the shortest possible
duration (less than one-half second). Full loop mjections corresponded to 100 gl of
gas injected at the diffusion tube pressure of approximately 200 psia. By comparing
refative peak heights, which are approximately proportional to the mass of the
injection, the volume of the shortest possible duration injections was estimated to
be approximately 20 pl. In order to minimize deviations from the ideai Taylor
dispersion experiment, injections of the shortest possible duration were used to
collect all subsequent gaseous sclute data.

The injected volume of gas begins dissolving upon injection in the region of
the diffusion tube where 2 mathematical solution to even simple Taylor dispersion
has not yet been developed {see Chapter VI}. Although the phenomenon cannot be
described mathematically, it seems reasonable to conclude from the experimental
tesults that a small bubble (or bubbles) enters the diffusion tube and dissolves
quickly enough so that in practice the experiment is nearly identical to the
experiment where a sample of gas-saturated solvent is mjected. For this reason,

the technique is referred to as the quick bubble method.

i prtm
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Table 5.2, Validation of Quick Bubble Injection Techmique for
Hydrogen in n-Octacosane at 180°C, 200 psia

{10° D35, m* faee)

Saturated Liquid Quick Bubble
Injection Methad Injection Method
(5 replicates) (3 replicates)

29.50 29,33

29.76 29.57

29.36 29,42

29.30

29.35 —_—

29.45 4+ 0.181 29.44 & .121

1. Average £ one standard deviation.

Table 5.2 illustrates the precision and accuracy of the quick bubble technique
for hydrogen, the least solubl: gas used in this study. Diffusion coefficients were
caleulated using the method presented in Chapter VI,

The data using the quick bubble technique was collected four calendar days
following the saturated Hquid data. On the interim days the apparatus was operaied
ai various temperatures. Table 5.2 therefore illustrates not only the accuracy and
precision of the quick bubble method, but also illustrates the capability of the
apparatus to reproduce previous experimental conditions.

The quick bubble technique greatly simplified the experiment by eliminating
the need for an external heated saturator and the associated heated tubes, valves,
and pumps. The. methcd also minimized the possibility of contaminated solute
injections and permitted data to be collected withmut wasting large quantities of
the solvents which were very expensive. Pure paseous solutes were injected using the
injection system shown in Figure 5.3 with only minor modifications. The procedure

wus as follows;
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1. Valves A, E, and F were closed and all other valves opened. The injection
system was then pumped clean with several volumes of pure solvent. Valve B
was then closed.

2. The tubing from Pumnp II to valve A was disconnected at the valve. The
heated injection system was blown dry with nitrogen.

3. ‘The waste line from valve Q@ was attached to a line which vented to a
laboratory hood. (Steps 1 through 8 were only performed prior to the collection

of all gascous solute data for each solvent,)

4. The injection system was purged with the chosen solute gas {carbon dioxide,
carbon monoxide, or hydrogen) through valve A.

5. Valve D was closed. Solute gas pressure was increased to mateh the pressura
in the diffusion tube (typically 200 psia). Valve C was closed, isolating the
sample loop.

6. The sample injection valve operating switch was opened and closed as quickly
&8 possible {fotal injection time was less than one half second) in order to inject
a small quantity of gas into the diffusion tube,

7. Sufficient time was allowed between injections so that dispersion péal{s would
net overlap {(usually at least 30 minutes between gaseous solute injections).

8. To inject the same solute, the procedure was resumed at Step 4.

9. To inject a different gas solute, the regulator for the previous gas cylinder was
vented to the hood through the injection systenl. Procedure then resumed at
Step 4. NOTE: To eliminate the possibility of any reaction in the injection
system, hydrogen and carbon monoxide were never mjected back to back
without first purging the system with nitrogen.

E. SPECIAL CGNSH]ERATIDNS WITH MOLTEN SOLVENTS

The heated solvent feed tank was purged constantly with helium to remove

dissolved air from the molten sclvent. During the initial trial experiments using
n-elcosane as the solvent, large spikes sporadically occured in the baseline output

from the refractive index detector. These spikes were eventually traced to helium
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bubbles which formed in the suction lines leading to the chromatographic pump
feeding the diffusion fube. The bubbles lodged in the suction check valves of the
punip, distupting the constant pumnp flow which was required to maintain a steady
haseling,

One possible solution to the problem was to pressurize the feed tank, but since
the feed tank had not been designed as a pressure vessel, extensive chanpes would
have been required. Since the solubility of helinm increases with temperature in
most organic solvents {Gerrard, 1980}, an alternative solution was to maintain all
suction lines at a higher temperature than the temperaiure at which the solvent was
saturated in the feed tank. The problem was eventually eliminated by ma.intai.n.ing
all wetted lines on the suction side of the solvent feed pump at a temperature
at least 10°C higher than the solvent feed tank temperature. In arder to achieve
this teruperature gradient without overheating the pump, the solvent feed tank was

mantained atb a temperature only slightly above the melting point of the sclvent,

F. COMPOSITION OF SOLUTES AND SOLVENTS

Normal heptane, octane, hexadecane, eicosane, and octacosane were obtained
fram Alfa Chemicals. Normal dodecane was obtained from Phillips Petroleum. All
purities were stated as at least 99 mol%. All bottled gases were used as received,

The sawmple of Fischer-Tropsch wax wsed iﬁ this study was generously donated
by Union Carbide via Dr. G. Sturm of the Natiopal Institute for Petroleum and
Energy Research (NIPER) Center. The sample had been originally sent to Dr.
R.P. Anderson of NIPETL on December 1, 1986. The sample was obtained from
& Union Carbide pilot plant reactor using a proprietary cobalt catalyst and had

beer. fiitered through a 2 ul filter. A similar sample of Union Carbide FT wax wag
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. : analyzed by TOP (McArdle et al., 1986). For this whole wax sample, the carbon
number wag found to be 28. Only 0.45% of the carbons were branched, indicating
* & high percentage of n-paraffins.
A portion of the actual Fischer-Tropsch sample used in this study was analyzed
by NIPER (Anderson, et al., 1987). Results for the whole WaX sarple are not yet
h available. ]':towever, an analysis of the heavy fraction cuﬁt&injng only compounds
t with carbon numbers greater than Cye has been completed. This fraction was 80%,
slkanes and 7% olefins. The olefing were primarily mono-olefins,
;;' From the available analyses of the Union Carbide Fischer-Tropsch waxes, it
was estinaied that the whole wax sample contained at least 753% paraffins of which
: maost were n-paraffins, The average carbon number was appreximately 28. These
_ _d:, general characterizations will prove useful when discussing the diffusion coeficients -
measitred in the Fischer-Tropsch wax.
The Union Carbide FT wax sample was a soft milky white solid, which could
____ easily be stirred. Throughout the sample, clear liquid droplets could be observed.
, Upon heating, the sample began to melt at approximately 60°C, buf was not a
comsistent uniform Liquid until 110°C. Above 110°C, the Bquid was clear, but had 5,
:3 yelowish tint. Upen ceoling and freezing the vellow tint disappeared and the solid
returned to its original white color. The wax was not hented to its boiling point,
but UQP found the boeiling point of a similar sample of Union Carbide wax to be
| .}13 286°C.
;" When. the F'f wax sample was heated slowly, a clear phase formed below the
;.; predominant organic phase, This phase was analyzed by Karl Fischer titration
and found to be at least 90% water. The sample was carefully distilled at 100°C

- under slight vactium to remove the water. The recovered distillate represented 7%



of the total liquid volume of the wax, and was prituarily an agueous phase. It was

absolutely necessary to remove this water phase in order to operate our ﬁpparatus.

G. EXPERIMENTAL CONDITIONS

Mutual diffusion coefficients at near infinite dilution were measured f;ur the
solutes hydrogen, carbon monoxide, carbon dicxide, n-octane, n-dodecane, and n-
hexadecane, in the solvents n-eicosane, n-octacosane, and Union Carbide Fischer-
Tropsch reactor wazx.

Since previcous measurements have indicated that diffusion in alkane solvents is
n very weak function of pressure over the range 0-500 psi, (Matihews and Akgerman
(1987a), all measurements for this study were made at 200 psi, which is a typical
operating pressure of a Fischer-Tropsch reactor. For the solvents n-eicosane and n-
octacosane, solvent, density and diffusion ecoefficients for all solutes were measured
at. 100, 140, 180, 220, and 260°C. For the Fischer-Tropsch wazx, data was collected
af 200, 220, 240, and 260°C, in order to cover the normal range of Fischer-Tropsch
reaction temperatures. |

The final rep-c:rted values for the diffusion coefficients were calculated using an
improved mathematical model for Tayior dispersion which is developed in Chapter
VI Final results are reported in Chapter VTI,
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CHAPTER VI
TAYLOR DISPERSIDN MODEL

In order to avoid the inherent errors associated with the moment and graphical
methods, a new analysis method was develoi’;ed based on the analytical solution
to the Taylor dispersion problem. In this chapter, the details of the model are

prasented and the model 13 validated.

A, MATHEMATICAL DESCRIPTION OF MODEL

Before describing the new analysis method, it is necessary to explain how
concentration is measured In a practical apparatus. In all existing Taylor dispersion
apparatuses, including our own, concemsration is not measured directly. Instead, a
detector at the end of the diffusion tube autputs a voltage which is proportional ta
the solute concentration. The linear response of the refractive index detector used
in fhis study has been demonstrated previously by Matthews {1986). Theoretically,
the detector output voltage should remain steady when a peak is not eluting, but in
practice the output often drifts linearly with time. In practice, the output voltage of
the detector is also not exacily zero when peaks are not eluting, This offsei; voltage |
is referred to as the baseline voltage. For a model to accurately represent the raw
voltage versus time data, it must account for these effects. _ _

The starting point for the model was Equation 2.5 , the solution to the Taylor

dispersion problem for the case of an impulse injection;

_ M —(L —@t)? B}
Co = ra{dw A t)1/2 PP (—4Tff_) (2:3)

Since the detector output voltage is proportional to solute concentration, a mathe-
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matical model for voltage was written as;
. B —(L — By
V= iz " €ep [T + Ba + Bst (6.1}

The B terms are free parameters which must be fit to the data. By and By account
for baseline offset and drift. By is the a,?érage solvent velocity of the laminar flow
profile in the diffusion tube. B, is siraply a factor of four times g;reé,ter than the K,
the Taylor dispersion coefficient.

Given K, Equation 2.4 can be rearranged and solved for L}z using the quadratic

formula. The resulting expression for D is;

K (K* (a@?\'/?
D=3 -5 -5 ) - (62)
which may be written in erms of the model parameters as:
_ By (B} (aB\/?
B (5t

Equations 6.2 and ;5,3 represent the negative root of the quadratic. Although the
pc:.sitive root of the quadratic alse results in a positive value for D2, only the
negative root has physical mﬂa'ning in a practical apparatus. using liquid solvents (see
Grushka and Kikta, 1574; and (Giddings and Seager, 1962). Va.lues_ of Dyg calenlated

using the negative roct agree closely with Lterature values for D13 obtained using

‘other methods, while values of D5 calculated using the positive root are typically

several orders of magnitude preater.

Once the equation was developed for caleulating D), from the model parame-
ters, the only remaining hurdle was to determine the best fit parameters of Equation
6.1. These paramcters were determined using the voltage and time dats which was

recorded concurrently by computer at regular intervals as the penks eluted through
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the detector. This raw data was used to determine the set of B's which minimized
the following non-linear least squares funection;

F= Z [Vieasuredit) = VEQuutiuﬂ ﬁ.l(f]]z {'5‘4}

f= 1

The set of B's which minimized the function was determined by solving simultane-
ously for the zeroes of the five equations which resudt from taking the first partial
derivatives of Equation 6.4 respect to each model parameter. These five equations
were solved using the Newton-Raphson iterative technique, which also required the
full set of second partial derivatives of Equation 6.4, Analytical expressions were
determined for all first and second partial derivatives in order to negate the pos-
gibility of roundoff errors Iand L0 ensure coovergence. These analytical expressions
are imbedded within the FORTRAN computer program containing the full model
which is given in Appendix A. |

Reasonable initial guesses for the model pﬁra.meﬁers were crucial for conver-
gence to be achieved. All of the initial guesses were generated internally within the
computer program containing the model. Highly accurate guesses for By and B,
were determined by employing a search routine to find the peak voltage maximum
and then applying simple algebraic relationships which exist between the model
and the ami.lyticai solution. By is simply the average solvent flow rate and was

accurately estimated from the following equation;
By =W & Lty _ {6.5)

where fn,; is the time corresponding to the peak voltage maximum. Levenspiel
and Smith (1957) discussed this assumption in detail.
Accurate estimates for baseline slope, I3, and baseline drift B, were deter-

mined by linearly interpolating between the starting and ending points of the pesk



which were supplied as input to the program. However, it was necessary to change
the form of the model skightly 3o that the jnitia] gucsses led to convergence. The

model was modified to the following forn;

B ~{L ~ B,#)?
*:mlz_.exp{ - E?t;l}}-ﬂ-ﬂg-l-ﬂaf:f—tl:l]) (6.6}

where (1) is the time corresponding to the peak starting voltage. This model has
betier convergence properties than Equation 6.1 since B, is now the baseline value
at the peak starf. In Equation 6.1, By was the extrapolated baseline value at the
injection time which was typically two to three hours prior to the time of peak
elution.

The most difficult parameter to cstimate apriori is By, which is proportianal
to K, the Taylor dispersion coefficient. In order to estimate K, ap estimate of
Dys 1s necessary, but estimating Ihy is often extremely difficult since data is
rarely collected for systesns with known diffusion coefficients, This problem was
cireumvented bf,r writing & FORTRAN algorithm to simulate the graphical method
presented in Chapter I1. By incorporating the “graphical method™ into the computer
model, initial guesses were generated {or D 1z (and hence B,) which led to rapid-
convergence. The computerized algorithm for the “graphical” method eliminated

the human error element normally associated with the method.

B. HANDLING OF RAW DATA

The code for the new Tayior dispersion data analysis method was written in
FORTRAN for a Hewlett-Packard 9000 comnputer which belonged to the Chenical
Engmeerxnfr Depa,rtmcnt at Texas A&M. Since the raw peak data was originally

collected on 5.25 inch Aoppy disics in Commodore B-128 format, it was necessary to




upload the dats to the HP-3000 prior to analysis. At first, available software was

used to fransfer the data with a phone modem, but the data transfer rate of 300
baud was intolerable. Unfortﬁnatcljr, saftware was not available for transferring the
data over a hard wire. _

Software was eventually developed which allowad the data to be transferred
from the Commodore to the HP error-free at 4300 baud over & hard wire. Using
this software, it took only 10-15 minutes to transfer a typical floppy disk containing
12,000 pairs of recorded voltage vs. time data from a single day of experiments.
Omnce uploaded to the HP3G00 the data was analyzed and then stored on 3.5¢ inch

foppy disks in HP forrnat. The data could then be easily reanalyzed if necessary,

C. MODEL VALIDATION USING GENERATED DATA

The entire method for Tayldr dispersion data analysis was incorporated into
one user-friendly computer package (see Appendix A). The computer model was
writéen in general so that any number of the five model parameters could be fixed
at their initial values and so that any of the computer generated initial guesses could
be overidden by the use;r. Surprisingly these features proved to be unnecessary, The _
ouly required user input were the injection nimé and the approximate time interval
bounding the peak.

The model was validated using an artificial peak which was generated using
Equation 6.5. The magnitude of the artificial peak parameters were chasen to be
tvpical of an actual generic peak measured in this siudy. Voltages were generated at
3 second intervals to coincide with the normal sampling rate of an actual experiment.

The results of the model validation are shown in Figure 6.1, in the form of the actual

model mutput..



TAYMOD {Tavlar Digparsion Peak Model )
feve boped by: 4 .B. Rodden {Qae. 1987)

HPOBE® daota filenams: artiseak

Colweant name: ANY SOLVENT

Fagk description: THIZ 13 A GEMERATED PEAK USED TG TEST THE WCDEL

Tempergture @ 21.88 C
tuba length: #3.53 m

Tampercture companantad diffuslan
Temperaturs compenxated diffusion tube rodius: .523@@E-23 m

B @ B { @, a)

Injection bime: .
{ 5208. s}

Peak start time: 1:26:48 ( 32088, :g — jnj. time = 1:26:48
Paak #nd time: 2: 1:48 [ 7i@@. s} — inj. tims = & 1:42 [ FIBB. =)
maximum at: 1:43:35 ( B215. 2y = inj. time = "1:43:33 { B215. 2]

Faak

Peak ztgrt valus: D8HED v
Paak =nd wabue: _pegdZ v
Pegk max valus: - 23185 v

Peak width at haif neight: 58E.& a

Prelimingry eatimats of 012 (aee Sun and Chen, 15B8): 1. 1085 E=29 me=2/s

The modal is:
w;i}-ausmm{t{i]}-uxp(-{L—Eht{i]]nzﬁaztt{'I‘.!]J+E:-v-ﬁ5-{t{i}-t(1}}
Bimpre—sxp censtant [ummend 5} . BSmbaz=line drift {v/s)

Rlmdul {maa2/as} KmD12+Eguy)*=2/45/012 (mea2/a}
B3=baszalins voltage (v} a g=dtiffusion tuba rodios {m)
Bdmu: avg. fluid velocity (mfa} L=diffusion tube Iength (m)

Orift jnchuded in modei? ¥

=} B2 ) BS B4 35
Initial waluyas: -.59946E=21 _1RBE7E-BZ  S2S4TE=85 L TR@YIE-A2 . 199E1E=-AG
Fingl itaration: —. |BQPAE+ER | 1A2BRE-82 . 1QQReF-A5 . ToReaE-8Z Welcl: 0l 2 )
Conwargance sriteria: (1) mpailon = . 1@FE-14; (2) max F of iterationa = I3

Mode| convarged fobiewing 7 itarations.

Mo. of peintx @ 421 Averoge srror . Z43SQTSIBE-29 v

Sum of =g res - _318a543BE7E-33 wwsl Avg ahx srror VIETTTIS3E-1E v

Avig =g ETrOF 737EAABABE-36 vasl Wax aba mrrar - 47TTB4BRSEE-1T ¥

Std mrr of eat: ,BEA9G3I4BTE~TE ¥ Avg obmarvation: —.183369297E-83 v
Avg prediction : —. VG93BI2YTE-BD ¥

r=sguored 1 oofdRIaaa

v A Rk B

-

o ettt S s LR R e S B R et

~an

012 {Final moda! reault]: 11163 E—B9 M2/

Tay | ar=Hunt crikerin: D12/L uwa )=, JAHE-2D ot d/(4el)m. 38QE-BS

Retention time, [(L/B4}: 14314 [ B221.4 =)

n3 bl EEu-_.- 95.8% of peck: 248 ptz; 1:33:350 thru 1:54:25) 1.1168 E—00 mwsZ/a
012 [tep D9.9% of peak: 219 pta; 1:34:55 thru $:53: 5} 1,115 F—gy muw2/=
D12 ftop B5.8% of pmak; 195 pta; 1:35:48 thru 1:52.18% 1.115% E-89 menl/s
012 {tep 28.9% af pegk; 187 pte; 1:36:28 thru 1 £1.25) 1.1169 E—B9 mesl/a
012 (top B9.08% of peak; 129 pts; 1:38: @ thry 1:49:-38): t,i165 T35 ma=2/a
Ot2 {top 4@.8% of peak; 194 pia: 1:39:1% threu 1:38: 8) 1.1183 E—49 meal/s
012 {tap 20.8% of pagk; B8 pts; 1-4B:5@ thro 1:46:38} 1.1169 E—89 mea2/s
Ci1% [top 19.8% of peak 48 ptx; 1:41:48 thru 1 4535 1.1165 E—89 mwseZis"
bt t-42:15 thru 1:45: &) 1.1169 F~89 ms=lfa

D12 ftop 5.8% of pmuk; 34 pias
Figure 6.1. Results of model validation using a computer generated peak.
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Figure 6.1 verifies that the convergence criteria was met simultaneously for all
five model parameters following onty seven iterations. The convergence criteria was

defined as:
Bii— B i
B

where j is the index of the model parameter and i counts the total oumber of

<€ (6.7)

iterations. For the model validation case, € was 1 x 10~!%. The ability of the

model to meet this criteria indicated that the model was able to generate the actual
parameters to within the limits of FORTRRAN double precision. Other simple error
statistics included in Figure 6.1 confirmed the extreme aceuracy of the model,
The bottom portion of the output in Figure 6.1 illustrates another fegture of
the model. Even though it is recommended to include renerous sections of baseline
when the peak interval is inpt_lt, .the model has the capability of calculating the
diffusion coeflicient using any fraction of the peak. For example, when the top =%
of a peak is specified (see bottom of Figure 6.1), ouly the data points where the

peak voltage meets the following criteria are used in the analysis;

I

|V ‘__Vbuaeft'ne| - (1 = _‘) ]Ennzzimum - I’rbnsziingl (58}

10

When only a fraction of the peak is used, the baseline voltage 15 defined in terms
of the parameters By and B; and rem.e;.in.s fixed at the values determined using the
full peak, As expected, even when only the upper two percent of the peak was used
in the analysis, the same diffusion coefficient was caleulated for the generated peak

data.

D. MODEL VALIDATION USING EXPERIMENTAL DATA

Of over 600 individual experimental peaks which wore analyzed to determine

diffusion coefficients, the computer generated injtial guesses led to convergence in




all cases but one. In no cuse did the model converye to nnreasonable values of the
parameters.

Three examples were chosen to demonstrate the perforraance of the model.
Figure 6.2 illustrat,eé the excellent agreement between measured voltage and voltage
predicted by the model for the first example peak (carbon dioxide in n-gicosane).
For this peak, voltage was measured every 3 seconds, but is plotted only every 30
seconds. The full eomputer oubput for Example 1 is given in Appendix B.1, This
ouput includes a tabulated list of all measured voltages, predieted voltages, and
restduals. |

Figure €.3 is a similar plot for a peak resulting from the njection of dilute
n-dodecane (Ciz), into the solvent n-eicosane at 222°C, the same temperature as
the experiment illustrated by Figure 6.2. Although the peak maximum occurs at
approximately the same time, the C); pesk is considerably wider than the €O,
peak because the diffusion coefficient of iz is considerably less than the diffusion
coefficient .c:f CO; at the same sxperimental conditions. The full cormputer output
for this example is given in Appendix B.2,

The third and final example peak is plotted in Figure 6.4. Example 3 is for
n-octane {Cs} in n-octacosane (Czs). The corresponding compuier output is given
in Apperdix B.3. This example ilustrates that the model fits the data extremely
well even when the peak height is very.small. Figure 6.4 has been plotted on an
expanded scale, but the total peak height of approximately 6mV is actually a factor
of 15 times less than the peak height of the carbon dioxide peak shown in Figure
6.2. The noise in the tail is on the order of 0.05mV. Using the response factor of
the detectar {1 x 10°mV/RIU) the chserved noise was estimated to be § x 10-%

RIU (Refractive Index Units). Assuming the detectable imit to be twics the noise
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Table §.1. Model Results for Fractional Peak Analysis
(o-Dodecane in n-Eicosane at 222°C, 200 psia)

T, Percent Nurnber of Dy x 107 Percent
of peak? data pts. (m? feec) error
1002 287 . 48308 0.00%
15 160 - " 4.629 —0.02
an 141 4,629 ={.02
85 128 4.62% —(.02
B0 118 44631 +0.02
60 a 4.633 +0.06
47 67 4.021 =020
an 45 4 58T -{.83
10 32 4 578 -1.12
5 23 4. 550 —-1.73

2 13 ' 4 461 -3.65

1. See Equation (£.3).
2. Includes full peak with ample baseline on each side,
3. Full peak result assumed to be ‘true’ value.

level, the detectable limit wag approximately 1 x 1077 RIU. The mapufacturer
specified the noise level to be 4 x 10~% RIU under the best possible operating
conditions, which agreed closely with the experimental noise level of 5 x 10—3 RIU,
This agreement indicated that the detector performed up to design specifications
. even at the 95°C detector cell temperature which was maintained to collected data
using the solvent n-octacosane.

The effect of using only a portion of the peak was also investigated for the
experimental peaks. The results of the fractional peak analyses for the example
peaks are given in Appendix B and were t:.fpical of of the resulis for nearly all
of the experimental peaks. The results for Example 2 are also shown in Table
68.1. The percentage of the peak, r, was defined by Equation 6.8, The percentage
error was caleculated by assuming that the diffusion coefficient for the full peak,

including several minutes of baseline, was the true diffusion coefficient. The results

- R ot g S A =T
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were startling. The diffusion coefficient was found to be nearly independent of the
percentage of the peak used by the model until less thun 40% of the peak was used
in the calculations. These results proved that the new model was not significantly
mnfluenced by the seleciion of the peak end points. Even large portions of the
pesk tails could be eliminated from the analysis without significantly affecting the

caleulated diffusion coefficients.

E. SENSITIVITY ANALYSES

The measurcd values for the diffusion tube radius and length were given in
‘Table 5.1. In this section the effect of uncertainty in these measurements upon the
caleulated diffusion coefficients was investigated. This patential source of error has
been largely ignored in the liferature.

Sensitivity analyses were performed using the nor-linear least squares model
for Taylor dispersion. Two previous example peaks from Section D were chosen
for the analyses. The sensitivity analyses were performed by varving the norinal
radius and the nominal length independently for each peak, The reaultm-r diffusion
coefficients were then caleulated using the new peak analysis model.

The results of the radius sensitivity analysis for a carbon dioxide peak diffusing
in n-eicosane are given in Table 6.2. Table 6.2 shows that the percent error in the
diffusion coefficient is a linear function of the nominal radius. Recalling that the
nominal measured radius was (5.23 + 0.02) x 107* m, the maximum potenti;&l
ertor in the diffusion coefficiens due to an error in the radius measurcment was
approximately 0.8% for this peak,

Table 6.3 gives the results of the length sensitivity analysis for. the same peak.

The model is almost unbelievably insensitive to length. In fact, even if a 10 m error



: G5
- Table 6.2, Model Sensitivity to Measurement Uncertainty
in the Dispersion Tube Radius!
{Carbon Dicxide in n-Eicosane, 222°C, 200 psia)
; a, * 10° ax 10t - Dya % 109 I Percent
:’:: (m) {m} (m?) N3, rep. Error
5,180 5.108 14.750 0.981 ~1.01
3.19( 5.208 14,808 0.985 -1.53
5.200 5.218 14.565 0.989 ~1.15
E: 5.210 5.228 14.922 0.992 —0.77
A 5.224 3.238 14,980 0.996 —{}.38
i 5.230 D.248 15.037° 1.004 .00
% a.240 5.2358 15.096 1.004 +0.38 -
- 5.250 5.268 15153 1.008 +0.77
5.260 5.278 15.211 1.012 +1.15
5.270 0.288 13,269 1.015 +1.54
5.2580 5.288 13.327 1.019 +1.93

1. @, is the tuberadius at 21°C and 4 1s the corresponding temperaturs compensated
radius actually used to caleulate the diffusion coefficient.

3. Di3, rep.; the reported diffusion coefficient for this peak.

- Table §.3. Model Sensitivity to Measurement. Uncertainty
in the Dispersion Tube Length®

{Carbon Dicxide in n-Eicosane, 222°C, 200 psia)

La ) L e x Jad FEY! Percent
(m) (m} . (m?) L3, rep. Error
33.55 33.67 15.062 1.002 +0.16
38.55 38.68 15.047 _ 1.001 +0.07
43.55 43.70 15.0372 1.000 0.00
48.55 42 72 15.030 1.000 —~0.05
53.55 53.74 15.025 0.9599 —0.08

1. L, is the length at 21°C and L is the corresponding temperature compensated
length actnally used to calculate the diffusion coefficient.

2. Dy2, rep.; the reported diffusion coefficient for this peak.
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had been made in the length measurement, the resulting diffusion coeffictent would
be in error by no more than (.2%. However, it should be noted that the best fit
parameters By and B4 change considerably as L is varied. When £ is in error,
B> is no longer related to the true Taylor djgpeisiﬂn coefficient, K, by a factor of
four, and B, no longer tepresents the true solvent velocity, Siill, the caleulated
diffusion coefficient is hardly affected by gross errors in L. As expected, the best fis
parameters By, B3, and Bs remain unchanged as I is varied.

To confrm the results obtained with the carbon dioxide peak, the same
sensitivity analyses were performed for a low temperature alkane peak. The results
are presented in Tables 6.4 and 6.5. The results for the alkane solute peak sensitivity
analyses agreed closely with the results {or the gas peak. Again, the maximum error
in the diffuston coefficient due to the uncertainty in the radius measurement was
found to be 0.8%. The diffusion coefficient was insensitive 4o errors in the diffusion
tube length messurement cver a 20 meter range.

It can be concluded that while insensitive to errors in the measurement of
diffusion tube length, the calculated diffusion coefficients are highly susceptible to
relatively small errors in the tube radius measurement. The percentage error in

the diffusion coefficient was found to be linear with radins and was estimated to be

within £0.8% for this study.
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Table 6.4. Wodel Sensitivity to Mcasurement Uncertainty
‘ in the Dispersion Tube Radinst
(n-QOctane in n-Qctacosane, 100°C, 200 psia)
2, % 10% & % 10° Dig x 10° D Percent
(m) (m) (m?) __ D2, rep. Error
3 5.180 5.187 1175 0.081 ~1.90
5.190 5197 1.179 0.985 -1.53
] 5.200 5.207 1.134 .989 -1.14
%3 5.210 5.217 1.183 0.992 =0.77
5.220 5.227 1.193 0.996 —-0.38
E: 5.230 5.237 1.198% 1.000 0.00
A 5.240 5.247 1.202 1.004 +0.38
5.2560 5.237 1.207 . 1008 +0.77
5260 5.267 1.212 1.012 +1.15
5.270 5.277 1.216 1015 +1.54
5.280 5.287 1.221 1.019 +1.92

1. @, is the tube radius at 21°C and a is the corresponding temperature compensated
redius actually nsed to caleulate the diffusion coefficient.

2. Dz, rep.; the reported diffusion coefficient for this peak.

Table 6.5. Model Sensitivity to Measurement Uncertainty
X in the Dispersion Tube Lengih?

{n-Octane in n-Octacosane, 100°C, 200 psia)

L, L Djg x 10% Dy Percent
[:Il'.l.) [:m) (m‘Z} Dli, reg. Error
33.95 33.04 1.188 1.000 .00
32.53 32.60 1.193 1,000 (.00
43.55 43.61 1.1982 1.000 g.00
48,55 48.61 - 1.188 1.¢00 0.00
53.54 53.62 ' 1198 1.000 0.00

1. L, is the length at 21°C and L is the corresponding temperature compensated
length actually used to calenlate the diffusion coefficient.

2. M2, rep.; the reported diffusion cocflicient for this pealk.
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F. COMPARISON TO OTHER ANALYSIS METHGDS

Ancther important test of the model was to compare the model results to
the results obtained using different analysis methods. Two cases were chosen for
this purpose to illustrate the performance of the method for extremely diffcrent
types of peaks. The first case consists of tall sharp peaks resulting from replicate
gaseous injections at a relatively high temperature, while the second case consisted
of short wide peaks resulting from replicate lquid alkane injections at a relatively
low tcmperature,

Table 6.6 is a comparison of the resulting diffusion coefficients caleulated
for the first case using the momeni method (Matthews, 1986), the computerized
“graphical” method, and the method dcscri].aed in this chapter., The resulis shown
in Table 6.6 were fairly typical for gaseous sclute injections. The mn:;m.ent method
yielded approximately the same average diffusion coefficient as the new model,
but the standard deviation of the replicate inje.ctinn.s was considerably larger,
The cqmputerized “graphical” method, which was included in the new model to
determnine an initial guess for Dy, yielded very reproducible results, but the average
diffusion coefficient was nearly 6% less than the diffusion coeffcient determined
using the full dispersion model.

Table 8.7 gives the results for a fairly typical set of alkane peaks. Althongh the
repréducibiiity of the three methods was simitar, the aversge diffusion coefficient
determined by the moment method was considerably higher than the average result.
determined by the other methods. The results of the computerized “graphical”

method are in close agreement with the results of the full model developed during

the worl.

In general, the moment meithod agreed closely with the resuits of the new
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Table 6.5, Resulis of Different Peak Analysis Methods
for Replicate Gaseous Solute Peaks
{Carbon Dioxide in n-Ficosane at 222°C, 200 psiaj)
‘ {10° D%, m*/sec)
Moment Graphical Non-Linear
Method! Method? Curve Fit®
Peak #1 15.340 14.184 15.123
Peak #2 14.970 14.178 15.037
Peak #3 15.265 14.171 15.050
Do, £ on 15.192 + 0.196 14.178 £ 0.007 15.070 £ 0.046
% Error +0.581 —5.02 NA*
Table 6.7. Results of Different Peak Analysis Methods
for Replicate n-Alkane Solute Peaks
(n-Qctane in n-Octacosane at 100°C, 200 psia)
(10° D3y, m? /sec) |
Moment Graplical Non-Linear
_ Method! Method? Curve Fit?
Peak #1 1.432 1.241 1.231
Peak #2 1.396 1.222 : 1.229
Peak #3 1.418 1.182 1.198
D2, £ oams 1.415 % 0.018 1.215 + 0.030 1.219 + (.018
% Frror +16.1 —0.41 - NAf

1. Results of method described by Matthews {1988}

2. Results of computer algorithm developed during this work which simulates the

graphical method. The algorithm was used to generate imtial guesses of D7, for
the non-linear modcl

3. Resulis of the full model developed dunng this work.
4. Non-linear curve fit result assumed to be “true’ D7,.
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pﬁcedure ouly for tall, sharp, clean peaks which rose abruptly from the baseline.
However, for wide peaks which gradually rose from the baseline, the moment method
was often in error by several percent. These observed trends agree with the primary
criti.cism of the moment method; the method heavily weights the tails where the
uncertainty of the measurements 15 the greatest.

The general behavior of the computerized “graphical” method was opposite
that of the moment method. The method worked best for short broad peaks, but

failed for the sharp peaks which were indicative of gaseous solute injections. One

" possible reason for this behavior is that the method depends on the peak widih

at half height, which is much larger for wide peaks and therefore determined more
accurately for such peaks. Howcver, this reasoning does not expla,iﬁ the systematic
low predictions of the diffusion coefficients which were observed for tall sharp peaks,

The reason why the “graphical” method fails miserably for tall, sharp .pea.ks
is more subtle. Cloeta et al. {1976) suggested that the half width may lead to
systematic errors in the calculated variance for sharp peaks even when the half
width is measured accurately.

.Cloeta et al. (1976) presented a general equation relating the variance of the
peak to the peak width at any fractional height 1/p. Using this relationship, the

parameter H, defined previcusly by Equation 2.3, can be written in general as;

L2
H— 1 £.9
8 Togap)h - (69)

Cloeta et al. (1976) did not give specific criteria for deciding which value of p to use
for a particular peak. However, the authors warned that the half- height width is not
necessarily the optimal measurernent for estimating peak variance for all dispersion

peaks. It was noted that the optimal value for p is actually a strong value of peak

g e
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shape and that further work to quantify the relationship between p and peak shape
wag necessary. Apparently the warning of Closta et al. (1976) has gone nnheeded
as researchers continue to rely solely on the half height width to calculate diffusion

cocifictents.

. ¢, COMPARISON OF MODEL RESULTS TO LITERATURE VALUES

The final test of the model was to compare caleulated diffusion coefficients to
literature data where data was available. Unfortunately, diffusion coefficients have
never been measured in n-eicosane or n-octacosane, However, a handiul of data
3 points from the previous study {Matihews, 1988) have been reported by others

in the literature. Using the raw peak data from the previous study, the diffusion

coefficients were calculated by the various methods. The results were then compared

to the literature results in Table 6.8, Both the computerized “graphical” method

and the full curve fisting procedure yielded results which were in close agreement
with the lterature. The largest disagreement for the new curve fitting method was
only 2.8% (for Leyadecane in heptane). The agreement was excellent considering
the wide disparity of values for mosi liquid phase diffusion coefficient measurements
which have been duplicated in the literature. The computerized “graphical” method
performed equally well only because the peaks were wide. Unfortunately literature
data corresponding to solute-solvent systems with larger diffusion coefficients (and
therefore sharper peaks) were not available. If such daka were available, the accuracy
of the computerized “graphical” method would be expected to deteriorate as the
magnitude of the diffusion coefficient increased.

As expected, the moment method did not predict the literature dats nearly as

well as the other meihods since the comparisons were for wide alkane peaks. The

P
T



Table 6.8. Comparison of Caleulated D?, Results to Literature Values

(Solvent: n-Heptane at 25°C, 1 atm)
(10° D3, m? /sec)

Woment Graphical Non-Linear Literature
Solute Method! Mathod® Curve Fit? Values
n-octane 2.04 2.78 2.82 2.80%
i n-dodecane .24 2.15 291 2.15°
a n-tetradecanse 2.05 1.92 1.92 1.89°
: ' ‘i n-hexadecans 1.84 1.79 1.83 1.78°
j 1. Resulss of method described by Matthews (1986).

9. Results of computer algorithm developed during this work which simmuiates the
graphical method, The algorithm was used to penerate initial guesses of D3, for
the nop-linear model. '

3. Resulis of the full model developed during this work.

. Alizadeh and Wakeham {1?52}. Technique: Taylor dispersion.

. Lo {1874). Technigue: Diephragm cell.

. Bidlack and Anderson (1964a). Technique: Optical diffusicmeter.

o

o

largest deﬁa.ﬁon from the literature was 8.4% for the tetradecane data point, Both
of the other a.nalyéis methods agréed and were within 1.6% of the literature value
for this point. These results cast doubt on the aceuracy of all previously reported

measurements of diffusion coefficients calculated by finite summations of the peak |

moments.

4 SELECTION OF OPERATING FLOW RATE

The topic of solvent flow rate selection was included in this chapter becanse it
1s inherently linked to the mathemarics of Taylor dispersion. In this section, several

criteria which limit the operating colvent flow rate will be discussed.




1. Flow Crteria Based on Limitations of Taylor’s Solution

Most recent Taylor dispersion experim.mts have been designed to meet the low
criterion given by Alizadeh and Wakeham (1032) and Alizadeh et al. (1980), which
was based on the moment method solution.- For this work, a new practical flow
criterion was derived based on the analytical solution by Taylor (1933).

Obviously, as Dhy approaches zero, Equation 2.5 does not reduce to the correct
limnit, since D2 appears in the denominator in the definition for K. The limitations
of the solution were realized by Taylor {1953, 1954b) and later clarified by Hunt
(1976}, The solution given by Equation 2.5 is valid only when the following criterion
is met (Hunt, 1976; and Taylor, 1953, 1954b);

—= > (6.10}

where {, was loosely defined as the length over which the gradient of 3C,/8z is
appreciable.

Assuming {, to be the length occupied by the peak, it can be approximated by
the product of average solvent velocity and peak width, W, which can Ee estimated
irom a chart recorder output tracing the detector signal. The inequality can then

he written as;
2

40 12

W s> (6.11)

Equation 6.11 can quickly be used to check the validity of the mathematical solution
for D5 following an experiment. However, the form of the inequality does not ﬂl-::w
it to be used in the design of an experin;ze_nt stuce W, the peal width is not known
apriori, and since ¥ has been eliminated from the equation.

A method was derived for estimating the peak width apriori. Combining and

I S
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rearranging Equations 2.7 and 6.9 yields;
8 log.p
2 _ e 2
Wirp = ( = ) o} (6.12)

Following Grushka and Kikta (1974}, the spatial variance caa be approximated by;

2_
3 a'ul
gl = 34D, {6.13)

Combining Equations §.12 and 6.13 gives an approximate expression for the peak

width at any fractional height I/p.

L log,p\ '/
el ) (6.14)

WIl,.n":‘-' =a ( 3uD,,

Finally, substituting Equation §.14 for the peak widih into Equation 8.11 and

rearranging terms gives a criterion for w;

T < 16 log.p D12 L
Ja?

(6.15)

Recalling that the width term in Equation 6.14 represents the width of the full
peak (the entire region where 0C, /@z is appreciable), p was chosen conservatively
to be 10, corresponding to a fractional peak height of 1/10 :‘Lctually 8C, /0= is
appreciable for much larger values of p, but using larger values would result in a
more liberal flow criteria. Substituiing p = 10 into Equation 6.15 gives the final
operating criterion *ﬁ.rhich ensures that the mathematical model is valid. The right
hand side of Equation 6.15 was also divided by 10 to conservatively account for the

double inequality. The final working criterion is then given by;

7 < Dl

72

(6.16)

The form of this criterion .a.gﬂ:ees exactly with the form of the criterion given by

Alizadeh and Wakeham (1982}, even though their criteria was derived using a
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completely different mathcmatical ﬁppmach which applied to the moment method
solution. However, the criteria of Alizadeh and Wakehamn (1982} was a factor
of 10 more stringent, indicating that Taylor’s solution is less restricted than the
moment solution given by Alizadeh et al. {1980). All of the experiments performed
during this study safely met both the criterion given by Equation 6.16 and the
more stringent criterion of Alizadeh and Wakeham (1982), venfying that the

mathemaiical soliution was valid for all of the experiments.
2. Laminsr Flow Citerion

The solvent fiow rate must alsc be slow enough so that laminar flow 1s
maintained in the diffusion tube. However, this limitation is rarely a Hmiiing criteria
because the onsét of turbulence does not occeur until Reynolds numbers near 2000.
The other flow criteria are more stringent and usually limit the Reynolds nﬁmber
for most solvenis to well below 100. For this study the Reynolds aumber was always
less than 15. |

3. Coiling Effects

As mentioned in Chapier V, one of the greatest potential causes of error in a
Taylor dispersion experiment is the effect of secondary flows in the diffusion tube
due to the coiling of the tube. The true laminar flow profile is upset because fuid
travelling near the outside of the coil travels a farther distance than fluid travelling
near the inside of the coil. Unfortunately, coiling of the tube is necessitated in a
practical apparatus, but it is possible to design and operate an apparatus so that
the effect of coiling is minnmmized.

Golay {1979) and Nunge et al. (1972) have obtained approximate analytical

solutions to the Taylor dispersion problem in & curved tube. Although the solution
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of Nunge et al. {1972) was carried out to a higher order than Golay's {19?9} solution,
neither solutlon is accurate enouph to use for actually determining the diffusion
coefficient. Instead, the solutions are used to develop operating eriteria for the
experiment so that the effect of coiling does not appreciably affect the experimental
results.

Golay {1979} defined a transiiion flowrate, Qrrans, as the mlum_etri-: flow rate
in a curved tube where dispersion effects due to secondary flow bet.:nme significant.

The transition flowrate was given as;

irans = {EISGRE-DIEW.IP}IIE {ElT]

“where B, is the radius of curvature for the diffusion coil.

Using the solutions of Golay (1979) and Nunge et al. (18972), Atwood and
Golstein (1984) were able to demonstrate that both solutions could be approximated

by the following form:
. b 12,0ba 1
Dl‘z 1- Q{QKQW““J}& { }

where the constant a = 0.184 for Golay’'s solution and & = 0.1034 for Nunge's

solutionr. .3, 1s the apparent diffusion coefficient which would be observed of
coiling were neglected in the mathematical analysis of diffusion. Figure 6.5 is a.
plot of Equation 6.18 for both solutions. The plot illustrates that if flowrate is not
chosen carefully, highly erroneous values of the caleulated diffusion coefficient will
result. |

Atwood and Goldstein {1984) performed Taylor dispersion experiments with
%eve::a_l different solute-solvent systems and found that all of the data fell to the
right of both curves in Figure 6.5, indicating that both criteria were too stringent,

but that 'Nunge’s criterion fit the data well for Q/Qrpans loss than 1. Atwood
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A = Golay {1979)
B = Nunge, et al. {1972)
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and Goldstein {1984) suggested that Nunge's sr}lutic.m be used as an upper bound
for the effects of secondary flows.

Following the suggestion of Atwood and Goldstein (1984}, Curve B from Figure
1 was used to estimmate the maximum possible error due to coilling. Flowrates for the
experiments ranged from 0.16 to 0.33 x 107% m® /inin (0.16 to 0.33 ral/min). For the
experiments with n-elcosane, the flowrate was chosen so that the estimated error in
the diffusion coeflicient was minimal. For alkane solutes diffusing in n-sicosane, the
estimated error ranged from +0.04 to +{.14%. For gaseous solutes in n-cicosane,
the estimated error due to coiling was negligible, never exceeding +0.01%..

Throughout the experirnents with the solvents n-octacosane and Fischer-

Tropsch wax, the minimum operating flowrate of approximately 0.32 ml/min

was determined by a physical hmatation of the apparatus. The solvent delivery

pump, which operated at temperatures in excess of 100°C, was uﬁble to deliver a
consistent continuous flow less than (.33 ml/min under these extreme conditions.
At this flowrate, the estimated maximum etror due to coiling for the experiments
with alkane soluies rﬁnged from +0.3 to +1.6%. This error was a strong increasing
function of solute carbon number and s weak increasing function of temperature,
For gaseous solutes diffusing in n-octacosane and ¥'T wax.the estimated maximuin

error due to coiling was never greater than 0.1%.
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